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What's DeepSeek
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Free access to DeepSeek-V3.2.
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Reasoning Model (deepseek-reasoner)

despseec-reasoner is a reasoning model developed by DeepSeek. Before delivering the final answer, the model first
generates a Chain of Thought (CaT) to enhance the accuracy of its respanses. Our AP! provides users with access to the CoT
content generated by deepseek-reasoner, enabling them to view, display, and distil it.

When using deepseek-reasonar, please upgrade the Openal SDK first to support the new parameters.
pip3 irstall -U openai

API Parameters
« Input:
o max_tokens : The maximum output length (including the COT part). Default to 32K, maximum to 64K.
« Output:

© reasoning_content : The content of the CoT, which is at the same level as content in the output structure. See AP
Example for detals.
o content The content of the final answer.

« Supported Features: Json Output, Chat Completion, Chat Frefix Completion (Beta)

« Not Supported Features: Function Calling, FIM (Beta)

- DeepSeek V3 DeepSeek Chat Terms of Use DeepSeek-V25-1210 Release
2 0 % = DeepSeek Coder V2 DeepSeek Platform Report Vulnerabilities 2024/12/10 « Not Supported Parameters: temperature. top_p. presence penalty, frequency penalty. logprobs. top_logprobs-
Deepseek VL APl Pricing DeepseekRi-Lite Release Please riote that o ensure compatibility with exsting software, setting tempsraturs. op_p. presence penalty.
025 DeepSeck. Al rights rese: Deepseck 12 Frvlo it 2024/11720 fraquency_penalty will not trigger an error but wil also have no effect. Setting 1ogprobs . <op_logprobs wil trigger an
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API Parameters
Multi-round Cenversation

APl Example

DeepSeek Platform

DeepSeek is an Al assistant

Launched by DeepSeek AI Basic Technology Research Co., Ltd. (Hangzhou, China)

() deepseel

It was officially launched on January 15, 2025




What's DeepSeek

Parameter scale: 6/1 billion

API call fees:0.5 CINY per million input tokens (cache hit), 2 CNY per million
input tokens (cache miss) & & CNY per million output tokens

Perfectly

Core technology architecture:Mixture of Experts Architecture (MoE)
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How can we use DeepSeek

1.Xt can become our work assistant

A Techningal Peports

Write technical reports

Make presentations

Write program code
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2.It can also become our life assistant

Language translation

Search for life-related
information

Formulate travel plans



How can we use DeepSeek

DeepSeek's capabilities are derived from

refers to the application of artificial
intelligence technology in generative content creation.

Text
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Al for .

Large models and generative Al drive of scientific research.

More than ten years ago

" Now
Hundreds of years ago |

Thousands of years agof Decades ago :
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1.Constructing a high quality instruction fine-tuning dataset for intelligent
prediction of marine disasters with AIGC

oceanog raphy Marine Disaster Prevention

) . . o . ) and Mitigation
Marine disaster prevention and mitigation involves meteorology
interdisciplinary integration

geology

J Dataset processing incurs high time and labor costs gq4jg| SCIence * ‘

supply gap

Professional personnel
In-depth involvement
Collection and sorting
Cleaning and annotation

n"'
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1.Constructing a high quality instruction fine-tuning dataset for intelligent
prediction of marine disasters with AIGC
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2.Constructing a spatial visualization agent for intelligent analysis of

marine disasters with LLM

e Terminolo
Information silo caused by poor conversion gy

compatibility of data sharing and exchange tools Marine e Naming convention
Data e Algorithm model

The bottlenecks in data semantic parsing and
visual expression are hard to overcome

CHINA: CHINESE
LANGUAGE-1 LANGUAGE-2 LANGUAGE-3

JAPAN: JAPANESE
= ‘K
USA: ENGLISH

Marine Data Marine Data Marine Data
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2.Constructing a spatial visualization agent for intelligent analysis of

marine disasters with LLM

Parse Natural User Intent Visual Expression of Al _
Language Queries Inference Complex Marine Processes Interaction

O [ LaMA-Factory LoRA Fine-tuned LLM

Easy and Efficient LLM Fine-Tuning i
€) stars 46k tests ing | pypi w0.9.2 | otation [248 | PRs welcome

]

X Follow @tlamafactory_ai [ JEIECERSEERAY [ T-5-773 8 Stars

Easily fine-tune 100+ large language models with zero-code CLI and Web Ul “

Answer
(natural language)

Instruction Fine-tuning Dataset (Q&A dataset) -

Question
(natural language)
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3.Developing an intelligent Q&A tool for coastal marine disaster prevention
and control in China with DeepSeek

A General LLM lack in professional knowledge in the marine industry, can't understand marine professional
% terms and complex hazard-causing mechanisms very well

#™M Existing Q&A tools lack sufficient accuracy in query results, tend to generate incorrect information, and lack
| J the ability to visually display the marine environment

Inaccurate results
Al-generated misinformation
(Fails to suppart visualization
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3.Developing an intelligent Q&A tool for coastal marine disaster prevention
and control in China with DeepSeek
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Figure: System Prototype Schematic

Instruction Fine-tuning Dataset (Q&A dataset)
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